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Abstract—The rapid development of social networks has made 
much user-generated data accessible for public evaluation. These 
data can be used for multiple purposes, such as textual analysis 
of comments and reviews. This article employs a variant of the 
bidirectional encoder representations from Transformer (BERT) 
model designed explicitly for Bahasa Indonesia (called IndoBERT 
model) to enhance the performance of the Indonesian natural 
language understanding benchmark in tasks, such as sentiment 
analysis and emotion classification. The two tasks were tested 
using a hybrid method, combining the IndoBERT model’s last 
hidden layer summation with a neural network model. The 
performance of the resulting model was assessed using the F1- 
score metric. The experimental results show that the proposed 
model attains an accuracy of 0.92 and 0.76 for sentiment analysis 
and emotion classification, respectively. 

Keywords—sentiment analysis, emotion classification, bench- 
mark IndoNLU, neural networks 

 
I. INTRODUCTION 

The development of social media and e-commerce platforms 

has granted consumers much freedom to express their ideas 

and opinions. This event has produced a significant volume of 

interesting data to investigate extensively. Consequently, sev- 

eral scholars [1] have concentrated on devising methodologies 

for scrutinizing comments and evaluations in text, commonly 

referred to as sentiment analysis and emotion classification. 

Sentiment analysis and emotion classification are crucial in 

natural language processing (NLP) research. Sentiment anal- 

ysis involves determining the polarity of opinions conveyed 

in a specific text. These polarities are mainly categorized into 

positive, negative, and neutral. Emotion classification involves 

identifying the expression of emotions expressed in the text. 

Emotion classification has far-reaching implications and can 

be used in different fields, such as psychology, e-commerce, 
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customer feedback analysis, e-learning, and human-computer 

interaction [2]. 

Deep learning has allowed the utilization of different neu- 

ral networks to address NLP challenges, including convolu- 

tional neural networks (CNNs) [3], recurrent neural networks 

(RNNs) [4], graph-based neural networks [5], and attention 

mechanisms [6]. Additionaly, there are several techniques 

for evaluating emotion classification, including lexicon-based 

approaches [7], machine learning methods [8], and model 

unification [9]. 

Recently, Transformer architecture has significantly ad- 

vanced NLP research by leveraging pre-trained models. The 

models provided by Transformers have successfully captured 

both the syntax [10] and semantics of textual sentences [11]. 

However, these models are primarily used for languages like 

English with comprehensive data sources. 

Several researchers employed pre-trained Transformers be- 

cause they can acquire universal language representations and 

circumvent the need to train new models from the beginning. 

They are also valuable for evaluating NLP tasks [12]. Embed- 

dings from language models (ELMo) [13] and bidirectional 

encoder representations from Transformers (BERT) [14] are 

crucial for evaluating contextual pre-trained language models. 

Subsequently, broad language models, such as general lan- 

guage understanding evaluation [15] and Chinese language 

understanding and evaluation [16], were introduced. 

The development of BERT architecture models for the In- 

donesian language datasets started commences with the natural 

language understanding (IndoNLU) benchmark, encompassing 

12 tasks. This study employs the hyperparameters of the BERT 

and ALBERT models [17]. The accuracy rates for the emotion 

classification and sentiment analysis, are 79.57% and 92.72%, 

respectively. 

Extensive research has been conducted to address of emo- 
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tion categorization and sentiment analysis tasks, employing 

several model techniques and extending to datasets in lan- 

guages other than English. The BERT model is used for emo- 

tion classification and sentiment analysis in various languages 

such as Chinese [18], Arabic [19], Italian [20], Russian [21], 

Turkish [22], and Indonesian [23]. 

Previous research has demonstrated the effectiveness of 

hybrid models that combine neural network models and BERT 

models for emotion classification and sentiment analysis tasks. 

These hybrid models have consistently outperformed stan- 

dalone models in terms of accuracy [24]–[27]. Furthermore, 

methodologies based on the BERT model have demonstrated 

substantial proficiency in extracting crucial characteristics, 

such as word embedding vectors. This method aggregates 

the features derived from the most recent hidden layers and 

uses them as input vectors for the neural network. Empirical 

evidence has shown that implementing this approach enhances 

the precision of emotion classification and sentiment analysis 

[28], [29]. 

Therefore, this study developed a hybrid model that com- 

bines the Indonesian BERT and neural network models. The 

proposed model employs a BERT modification layer with a 

neural network model. The improved layer technique in the 

Indonesian BERT model, combined with a neural network 

model, enhances the accuracy of sentiment analysis results. 

The remaining sections of the paper are organized as fol- 

lows. Section 2 discusses literature review. Section 3 describes 

the research methods. In Section 4, we present and discuss the 

experimental results. Finally, Section 5 concludes the paper 

and provides future research directions. 

II. LITERATURE REVIEW 

A. Bidirectional Long Short-Term Neural Network 

Long short-term memory (LSTM) is a deep learning ap- 

proach that incorporates three nonlinear gate structures (forget 

gate, input gate, and output gate) to regulate the information 

flow. These gates selectively allow or prevent information from 

entering or leaving, enabling the model to capture temporal 

dependencies in a unidirectional manner. This study uses the 

bidirectional LSTM (BiLSTM) architecture to acquire latent 

characteristics that can process sequential input in both for- 

ward and backward directions. The BiLSTM design comprises 

many hidden layers arranged in a stacked BiLSTM network, 

which improves the model’s capacity to capture and acquire 

knowledge of its latent properties. Within each concealed 

layer, two conventional hidden layers handle data in the 

forward and backward directions, capturing the preceding and 

subsequent features, respectively. 

B. Transformer 

Transformer is a neural network design introduced in [30]. 

Transformer use encoder decoder pairs, however their structure 

differs from RNN and CNN models. Transformers depend only 

on a multi-head self-attention mechanism in the encoder (left 

block) and decoder (right block). This network architecture 

demonstrates exceptional performance in addressing language 

tasks such as syntactic parsing and language translation via 

sequence transduction. 

 

C. Bidirectional Encoder Representations from Transformers 

The structure of BERT model has 12 bidirectional Trans- 

formers encoder blocks. The model consists of 768 hidden 

layers and has 110 million parameters. It incorporates the at- 

tention mechanism notion. Bidirectionality is a distinguishing 

feature of this model, which sets it apart from conventional 

language models trained solely from left to right. The BERT 

approach encompasses two distinct stages: pre-training and 

fine-tuning. In the pre-training phase, the BERT model is 

trained using unlabeled data to perform. various pre-training 

tasks. The model is initialized with pre-trained parameters 

in the fine-tuning phase. The parameters are modified using 

labeled data for various NLP tasks. Despite being initialized 

with identical pre-training settings, each NLP problem requires 

its distinct fine-tuning model. 

 

D. Indonesian Natural Language Understanding 

The IndoNLU benchmark is a resource used for training, 

evaluating, and benchmarking the process of understanding the 

Indonesian language. The IndoNLU benchmark has recently 

introduced a pre-trained model called IndoBERT for the 

Indonesian language dataset. The IndoBERT model is further 

categorized into two versions: IndoBERT Base and IndoBERT 

Large. The IndoBERT Base and IndoBERT Large comprise 

has 12 and 24 hidden layers, respectively. Due to restrictions, 

each model is pre-trained with a maximum sequence length 

of 128 and 512 in the first and second stages, respectively. 

 

E. Related Studies 

Sentiment analysis and emotion classification have recently 

emerged as prominent areas of study in NLP. Suciati [31] 

compared machine learning and deep learning techniques for 

sentiment analysis and emotion classification, using a multi- 

label classification approach. Ali [32] used sentiment analysis 

and emotion classification models to promptly identify pan- 

demic outbreaks using machine learning and deep learning 

techniques. 

Recently, several scholars have examined the existing litera- 

ture on sentiment analysis. For example, Drus [33] conducted 

a literature review on sentiment analysis on social media, 

investigating various approaches, platforms, and applications. 

Xu [34] presented a comprehensive examination of the diffi- 

culties and probable obstacles encountered by scholars while 

conducting sentiment analysis on social media. Furthermore, 

various studies have been accomplished in the field of emotion 

classification. These studies include a comparison analysis 

of different Transformers models. For example, Lin [35] 

employed a deep learning model to perform sentiment analysis 

on an Indonesian language dataset. Glenn [36] employed the 

same deep learning model for emotion classification tasks. 

Imaduddin [37] performed sentiment analysis tasks using a 

BERT technique to analyze reviews on health applications. 
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III. RESEARCH METHODS 

This study employs two methodologies for the unification 

model. The first is the IndoBERT model [38], which combines 

the BiLSTM model (Fig. 1). The second is the IndoBERT- 

modified layer model [39], which integrates the BiLSTM 

model (Fig. 2). The evaluation method was only conducted 

on the pre-trained IndoBERT base model for each model. 

Google Collaborative Environment acts as an experimental 

solution for executing notebooks on Google Cloud Virtual 

Machines equipped with hardware accelerators, specifically 

Graphics Processing Units, providing a total of 100 compute 

units. 

 

 
 

Fig. 2. IndoBERT architecture with the last hidden layer summed to the 
BiLSTM model. [42] 

 

 

input, and the feature extraction process is performed on the 

dense layer. Dropout is then used to mitigate overfitting. The 

evaluation stage determines the efficiency of the two model 

approaches using the F1 score calculation. The IndoBERT 

model sums the last layer on the cumulative output of the 

previous two, three, and five hidden layers to offer various 

layer changes. 
 

 

 
Fig. 1. Representation of the IndoBERT model with the BiLSTM model. 

 

The IndoNLU benchmark dataset was used to train, validate, 

and test the two models. The IndoNLU benchmark dataset en- 

compass emotion classification (EmoT) and sentiment analysis 

(SmSA) challenges.The dataset description (EmoT) employs 

the classifications of anger, fear, happiness, love, and sadness. 

The training dataset consists of 3,521 samples, the valida- 

tion dataset comprises 440 records, and the testing dataset 

encompasses 442 instances. The SmSA dataset, including 

the positive, negative, and neutral categories, contains 11,000 

training data, 1,260 validation data, and 500 tests. 

In this study, we employ new models to enhance the 

accuracy of emotion and sentiment analysis tasks on the 

IndoNLU dataset. The sentiment analysis tasks conducted in 

this study are non dependent, where the input is sentence-level 

sentiment analysis. The initial model integrates the IndoBERT 

and BiLSTM models. In contrast, the second model employs 

the IndoBERT model with the sum of the last four hidden 

layers along with the BiLSTM model. 

We performed a preprocessing stage when sentences were 

inputted. The text was transformed at this stage, changing all 

capital letters to lowercase letters. Then, the text/sentence was 

analyzed to identify, fix, and eliminate any flaws or inconsis- 

tencies in the data. Subsequently, the input text was tokenized 

and forwarded to the IndoBERT model. The resulting output 

of this model is a vector, which is then used as input in 

the BiLSTM layer. Subsequently, the classification and model 

evaluation procedures are executed. The second model uses 

layer summation on the four ultimate hidden layers of the 

IndoBERT model. Then, the BiLSTM model will receives the 

IV. RESULTS AND DISCUSSION 

The IndoNLU benchmark dataset was used in emotion clas- 

sification and sentiment analysis to enhance the model’s ac- 

curacy in addressing the emotion classification and sentiment 

analysis tasks. A hybrid model that combines the IndoBERT 

and BiLSTM models was used as the initial approach. Then, 

the IndoBERT model employs the summation of the four 

hidden final layers and combines it with the BiLSTM model. 

The results demonstrate that the IndoNLU benchmark is a 

prominent source for evaluating Indonesian language models. 

The IndoBERT model was also evaluated on various recaps 

of the last hidden layer, specifically layers 2, 3, and 5. The 

hyperparameters employed in this study are presented in Table 

1. 

 
TABLE I 

HYPERPARAMETER SETTING 
 

No Hyperparameter Value 

1 learning rate 0.000003 

2 batch size 16 

3 num workers 12 

4 max seq length 512 

5 epoch 10 

6 pre-trained IndoBERT base phase 1 and 2 

 

 
 

A. Emotion Classification 

Tables 2 and 3 show the F1-score evaluation results for the 

emotion classification task using the IndoBERT model base 

phases 1 and 2, respectively. The F1-score accuracy values 

for the baseline in the IndoNLU benchmark are 0.75 (base 

phase 1) and 0.76 (base phase 2). 
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Fig. 3. Training and validation loss for emotion classification. 

 

Table 2 shows that the F1-score value is higher for the 

IndoBERT model when the last four hidden layers are summed 

in the pre-trained base phase 1, with an increase of 0.01 by 

0.76. However, integrating the BiLSTM model in the pre- 

trained base phase 2 of the IndoBERT model did not improve 

the model’s performance. Subsequently, we compared the 

training and validation loss for the task in emotion classifi- 

cation tasks. 

The process is demonstrated in Fig. 3, which depicts In- 

doBERT base phases 1 and 2, which are comparatively similar. 

As shown in Fig. 3, the loss variable decreases during the data 

training, whereas the validation data increases during the third 

and fourth epochs. 

 
TABLE II 

EVALUATION RESULTS OF THE HYBRID MODEL FOR EMOTION 
CLASSIFICATION ON BASE PHASE 1 

 
Hybrid Model ACC REC PRE F1 

IndoBERT+BilLSTM 0.74 0.74 0.76 0.75 

IndoBERT(2 last layer)+BiLSTM 0.72 0.72 0.75 0.73 

IndoBERT(3 last layer)+BiLSTM 0.74 0.75 0.76 0.75 

IndoBERT(4 last layer)+BiLSTM 0.75 0.75 0.76 0.76 

IndoBERT(5 last layer)+BiLSTM 0.74 0.75 0.75 0.75 

ACC: Accuracy; REC: Recall; PRE: Precision; F1: F1-Score 

 
 

B. Sentiment Analysis 

Tables 4 and 5 summarize the F1-score evaluation results for 

sentiment analysis tasks using IndoBERT pre-trained phases 

1 and 2, respectively. For comparison, the F1-score accuracy 

values of baseline in the IndoNLU benchmark of sentiment 

analysis tasks are 0.87 (base phase 1) and 0.87 (base phase 

2). 

Fig. 4 shows that the loss decreases during training, whereas 

the validation data increases during the second epoch. The 

 
TABLE III 

EVALUATION RESULTS OF THE HYBRID MODEL FOR EMOTION 
CLASSIFICATION ON BASE PHASE 2 

 

Hybrid Model ACC REC PRE F1 

IndoBERT+BilLSTM 0.72 0.73 0.74 0.73 

IndoBERT(2 last layer)+BiLSTM 0.72 0.73 0.76 0.74 

IndoBERT(3 last layer)+BiLSTM 0.75 0.75 0.76 0.75 

IndoBERT(4 last layer)+BiLSTM 0.74 0.75 0.76 0.75 

IndoBERT(5 last layer)+BiLSTM 0.74 0.75 0.75 0.75 

ACC: Accuracy; REC: Recall; PRE: Precision; F1: F1-Score 

 

 

 
TABLE IV 

EVALUATION RESULTS OF THE HYBRID MODEL FOR 
SENTIMENT ANALYSIS ON BASE PHASE 1 

 

Hybrid Model ACC REC PRE F1 

IndoBERT+BilLSTM 0.90 0.85 0.91 0.87 

IndoBERT(2 last layer)+BiLSTM 0.93 0.91 0.92 0.92 

IndoBERT(3 last layer)+BiLSTM 0.91 0.87 0.92 0.89 

IndoBERT(4 last layer)+BiLSTM 0.92 0.88 0.93 0.90 

IndoBERT(5 last layer)+BiLSTM 0.92 0.88 0.92 0.90 

ACC: Accuracy; REC: Recall; PRE: Precision; F1: F1-Score 

 

 

 
TABLE V 

EVALUATION RESULTS OF THE HYBRID MODEL FOR 
SENTIMENT ANALYSIS ON BASE PHASE 2 

 
Hybrid Model ACC REC PRE F1 

IndoBERT+BilLSTM 0.92 0.89 0.92 0.90 

IndoBERT(2 last layer)+BiLSTM 0.90 0.84 0.91 0.86 

IndoBERT(3 last layer)+BiLSTM 0.91 0.86 0.91 0.88 

IndoBERT(4 last layer)+BiLSTM 0.92 0.88 0.92 0.90 

IndoBERT(5 last layer)+BiLSTM 0.92 0.89 0.92 0.90 

ACC: Accuracy; REC: Recall; PRE: Precision; F1: F1-Score 
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Fig. 4. Training and validation loss for sentiment analysis 

 

IndoBERT model was evaluated using the BiLSTM model 

by summing the last 2, 3, 4, and 5 hidden layers. The 

results show an increase in the F1-score by 0.02, 0.03, and 

0.005, respectively. The highest F1-score of 0.92 was achieved 

when summing the last two hidden layers in the pre-trained 

IndoBERT base phase 1 model. The pre-trained IndoBERT 

base phase 2 experienced a marginal rise of 0.01 and 0.03, 

with the maximum increase recorded at 0.90. 

The hybrid model that combines the IndoBERT model 

by summing the last 2, 3, 4, and 5 hidden layers with the 

BiLSTM model consistently achieves a higher F1 score than 

the IndoNLU benchmark model in the emotion classification 

and sentiment analysis tasks. 

V. CONCLUSIONS 

This study aims to improve the accuracy of the IndoBERT 

model in emotion classification and sentiment analysis using 

the IndoNLU benchmark dataset. This accuracy was achieved 

using a model fusion technique using neural networks. The 

proposed IndoBERT model combines the summation of the 

last 2, 3, 4, and 5 hidden layers with the BiLSTM model. This 

combination achieves better performance than the IndoNLU 

benchmark. In future studies, we will modify the IndoBERT 

model layer using alternative bidirectional RNN models, such 

as BiGRU [40] [41], and evaluate the model’s effectiveness 

with various NLP tasks like named entity recognition on the 

IndoNLU benchmark. 
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